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 Attendance at sporting events has been a subject of extensive 

investigation, as reflected in the abundant references within the 

Literature Review section. However, the domain of Major League 

Soccer (MLS) match attendance remains relatively underexplored. 

Previous attempts to predict attendance have predominantly relied on 

multivariate linear regression models. This study shifts its focus to 

MLS match attendance, evaluating the effectiveness of three machine 

learning regression techniques alongside a panel-adjusted linear 

regression approach. The primary objective of this article is twofold: 

firstly, to showcase best practices in developing machine learning 

models, and secondly, to assess the suitability of these methods for 

generating accurate attendance forecasts. 

 
 

 

1. Introduction  

Attendance at sporting events has been well-researched as evidenced by the numerous references in the Literature 

Review section. Being relatively new, attendance at Major League Soccer (MLS) matches has not received as 

much attention. Prediction models for attendance mostly have been multivariate linear regression attempts. This 

study focuses on attendance at MLS matches and examines the efficacy of three machine learning regression 

methods in addition to a panel adjusted linear regression approach. The goal of the article is to demonstrate well-

found practice in developing machine learning models and to examine the appropriateness of methods for 

constructing prediction forecasts.  

2. Literature Review  

2.1. Machine Learning  

(Zhu and Chen, 2016) provide a thorough overview of extreme gradient boosting pointing out that the XGBoost 

library runs substantially more quickly and with fewer resources than other machine learning algorithms. This 

study‟s dataset is too small to take advantage of the speed of XGBoost; instead, it was chosen for its recent 

success at machine learning competitions. (Raut, 2016) provides good advice for selecting a machine learning 

algorithm. Unfortunately, it does not mention M5 prime or extreme gradient boosting, two techniques used in 
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this analysis. (Trawinski, et al., 2012) discusses nonparametric statistical analysis for comparing machine 

learning regression algorithms. They show that pairwise Wilcoxon test, when employed to multiple comparisons, 

results in overoptimistic conclusions. For this reason, we employ Tukey Honestly Significance Difference test 

in this analysis.  

2.2. Attendance at Sporting Events in General  

Douvis (2007) and Douvis (2014) offer a thorough review of why fans attend professional sports. Although 

thorough, the work is now old. The author suggests that sport managers segment the customer base and then 

identify factors that influence the spectator decision-making process. A review of international literature on the 

demand for sport is provided by Borland and MacDonald (2003). The authors mention there are no simple lessons 

to be drawn from existing literature, but that uncertainty of outcome, quality of contest, and quality of viewing 

are important factors. Deshande and Jensen (2016) capture and compare highly paid National Basketball 

Association players who have a low impact to those players with high impact. The authors mention that existing 

metrics do not provide this comparison.  

2.3. Attendance at Major League Soccer  

An exploratory examination conducted by Karakaya, Yannopoules, and Kaflaki(2016) mentions“the results 

indicate that there are three major motivations – emotional excitement, socialization, and soccer atmospherics – 

and two identity salience factors – ardent soccer fans and rational soccer fans – for attending soccer games. The 

most important factor for attendance is being an ardent soccer fan closely followed by the emotional excitement 

factor. Among the demographic factors considered, only gender significantly affects soccer game 

attendance.”Deshande, et al., (2016) observe that soccer-specific stadiums and proximity to the fan base were 

important to attendance. We too report that arena distance is negatively correlated with attendance.Uncertainty 

of outcome has been a factor in drawing attendance although the importance of this is debated (Paul and 

Weinbach (2007), Sung and Mills (2017), and Weinbach and Paul (2013)).  

3. Research Question  

learning models produce better predictions of Major League Soccer attendance than can traditional models such 

as a linear model configured for panel data?  

4. Data  

We acquired 572observations of Major League Soccer (MLS) matches for the 2014 and 2015 seasons. The raw 

data consisted of 62 box office variables including the number of full tickets sold, average ticket price, event 

date and time, and the attendance at the match. The score of the match was not included in the data.  Most data 

were unusable. Only total attendance (the target variable), the number of full season tickets, event date and time, 

and average ticket price were used from the 2014 and 2015 data sets.Other data, such as weather, venue distance 

from downtown, Metropolitan Statistical Area (MSA) population, and other data were attached to the team data.  

4.1. Data Cleansing  

Rows with missing data were eliminated including those for Chivas USA (no 2015 data) and Sporting Kansas 

City (incomplete data). This resulted in 556 usable observations.  

4.2. Legend for R Variables  

This study used the R statistical language. R does not provide for variable labels to accompany variable names. 

Meaningful variable names must be constructed. Table 1 is a legend showing the R variable name, comment 

about the variable, and source of the variable‟s data.  

 Table 1: Initial model variables, comments, and sources  

Initial Variable  Comment  Source  

Total_Attendance  Target variable  Proprietary source  

Arena_Distance_from_Downtown  In miles  Wikipedia by team  

Average_Ticket_Price  Over all ticket categories  Proprietary source  
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Capacity    Published capacity not including 

standing room  

Wikipedia by team  

Full_Ticket_Quantity  Number of full season tickets  Proprietary source  

Home_Team_Total_Salaries  Includes base salaries and total 

compensation for designated players  

MLS  players  

association (n.d.)  

Lagged_Attendance_One_Match  Attendance one home match earlier  Derived variable  

Lagged_Attendance_Two_Matches  Attendance two home matches earlier  Derived variable  

MSA_Hispanic_Percentage  Proportion of MSA that is Hispanic  Census  Information  

Center (n.d.)  

MSA_Population  Metropolitan  Statistical  Area 

population  

Census  Information  

Center (n.d.)  

MSA_White_Percentage  Proportion of MSA that is white  Census  Information  

Center (n.d.)  

Number_of_Home_Designated_Players  Count by team, by season  MLS  designated  

players (n.d.)  

Number_of_Visiting_Designated_Players  Count by team, by season  MLS  designated  

players (n.d.)  

Points_per_Season  3 points for a win; 1 for a draw  MLSsoccer (n.d.)  

Visiting_Team_Popularity  Number of Google searches by team  Google searches by  

sport (n.d.)  

Visiting_Team_Total_Salaries  Includes base salaries and total 

compensation for designated players  

MLS  players  

association (n.d.)  

Home_Team  Categorical variable with 19 levels for 

19 teams with usable data  

Proprietary source  

Season  Categorical variable with two levels: 

2014 and 2105  

Derived from date of 

match  

Weather_Category  Categorical variable with three levels: 

Good, Moderate, and Bad  

Weather underground  

(n.d.)  

Early_Afternoon_Match  Binary indicator variable  Derived from date and 

time of match  

Early_Evening_Match  Binary indicator variable  Derived from date and 

time of match  

Late_Afternoon_Match  Binary indicator variable  Derived from date and 

time of match  

Friday_Match  Binary indicator variable  Derived from date of 

match  

Saturday_Match  Binary indicator variable  Derived from date of 

match  

Sunday_Match  Binary indicator variable  Derived from date of 

match  
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4.3. Data Partition  

The data were partitioned into an 80 percent training data set (n=435) and a 20 percent test data set (n=121). The 

sections Transformation through Final Variable Selection only used the training data set.  

4.4. Transformation  

A test for skewness and kurtosis indicated six features may be right-skewed. See those variables with skewness 

greater than 2.00 in Table 2.  

Table 2: Skewness and kurtosis for predictor variables.  

Variable  Skewness   Kurtosis  

Total_Attendance  2.47  8.97  

Capacity    2.34  5.23  

Lagged_Attendance_One_Match  2.32  7.30  

Visiting_Team_Total_Salaries  2.27  4.55  

Full_Ticket_Quantity  2.11  4.29  

Lagged_Attendance_Two_Matches  2.07  6.23  

Home_Team_Total_Salaries  1.93  3.01  

Visiting_Team_Popularity  1.67  2.61  

MSA_Population  1.64  1.31  

Arena_Distance_from_Downtown  0.94  -0.30  

Average_Ticket_Price  -0.66  -0.30  

Number_of_Visiting_Designated_Players  -0.46  -1.07  

Points_per_Season  -0.44  -0.59  

MSA_Hispanic_Percentage  0.34  -1.27  

MSA_White_Percentage  -0.32  0.93  

Number_of_Home_Designated_Players  -0.29  -1.19  

Histograms of the six variables with skewness greater than 2.00 are shown in Figure 1.The six variables in this  

figure were replaced with log transformations of the original variables.  

Figure 1: Six right-skewed variables.  

  
4.5. Correlation Plot  

Figure 2 plots the correlations of the numeric model variables, including the six log transformed variables. Note 

that the first column displays the correlation of the predictor variables to the target variable, 

Log_of_Total_Attendance.  
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Figure 2: Correlation plot  

    
Logs of lagged attendance are highly correlated with the target,Log_of_Total_Attendance.Number_of_ 

Visiting_Designated_Players and Visiting_Team_Popularity are not well-correlated with 

Log_of_Total_Attendance.  

4.6. Collinearity  

Columns 2 (sqrt(VIF)) and 3 (Rejected for Collinearity) of Table 3 report the results of constructing a variance 

inflation factor (VIF)linear model. The sqrt(VIF) critical value is 2.00 for this analysis. 

Log_of_Full_Ticket_Quantity is eliminated due to collinearity.  

 Table 3: Collinearity and final feature selection.  

Variable  sqrt(VIF)  

Rejected  for  

Collinearity?  

Rejected by  

Boruta  

Selection  

Algorithm?  

In Final 

Model?  

Log_of_Total_Attendance   -   -   -   Yes  

Arena_Distance_from_Downtown  1.66  No  No  Yes  

Average_Ticket_Price  1.64  No  No  Yes  

Home_Team_Total_Salaries  1.45  No  No  Yes  

Log_of_Capacity  1.85  No  No  Yes  

Log_of_Full_Ticket_Quantity  2.35  Yes   -  No  

Log_of_Lagged_Attendance_One_Match  1.89  No  No  Yes  

Log_of_Lagged_Attendance_Two_Matches  1.71  No  No  Yes  

Log_of_Visiting_Team_Total_Salaries  1.32  No  No  Yes  

MSA_Hispanic_Percentage  1.48  No  No  Yes  

MSA_Population  1.60  No  No  Yes  

MSA_White_Percentage  1.40  No  No  Yes  

Number_of_Home_Designated_Players  1.66  No  No  Yes  

Number_of_Visiting_Designated_Players  1.10  No  Yes  No  

Points_per_Season  1.26  No  No  Yes  

Visiting_Team_Popularity  1.24  No  No  Yes  

4.7. Boruta Feature Selection Algorithm  

Rather than use Akaike Information Criteria to finalize the predictor variable set, the Boruta feature selection  
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algorithm was used.  

“Boruta is a feature selection algorithm. Precisely, it works as a wrapper algorithm around Random Forest.  

This package derives its name from a demon in Slavic mythology who dwelled in pine forests.” (Analytics 

Vidhya, 2016.)Number_of_Visiting_Designated_Players was eliminated by the Boruta algorithm. See column 4 

(Rejected by Boruta Selection Algorithm?) of Table 3.  

4.8. Final Variable Selection  

The final set of predictor variables is reported in column 5 (In Final Model?) of Table 3. Also included in the 

model are the panel data variables, Home_Town, Season, and Weather_Category, along with the six binary 

indicator variables of Table 1.  

5. Algorithms and Tuning  

Four algorithms were tuned and trained on the training data. In-sample statistics and 10-fold cross-validated  

root mean squared error (RMSE) out-of-sample statistics were developed.  

5.1. Least Squares Dummy Variables Linear Model  

The linear model used in this examinationused dummy variables for each team, season, and weather category. 

The variablesHome_Team, Season, and Weather_Category were presented to the lm() function of R as factors 

as were the six binary indicator variables for day of week and time of match.  

5.2. Random Forest  

6. “Random forests or random decision forests are an ensemble learning method for classification, regression, 

and other tasks, that operate by constructing a multitude of decision trees at training time and outputting the class 

that is the mode of the classes (classification) or mean prediction (regression) of the individual trees. Random 

decision forests correct for decision trees' habit of overfitting to their training set.” (Wikipedia, n.d.).The mtry 

parameter  

 was optimized by using the tuneRF() function of the randomForest package.  

Variable importance  

Figure 3 shows the relative importance of each variable to the random forest model. Figure 3: Variable 

importance as the percentage increase in mean square error.  

 
“IncMSE is the most robust and informative measure. It is the increase in [mean squared error] of predictions 

(estimated with out-of-bag-CV) [because of] variable j being permuted (values randomly shuffled).”    (Welling, 

2015)  

6.1. M5 Prime  

M5 prime is a tree-based piecewise linear modeling algorithm with linear models at the terminal nodes. (Quinlan, 

1992.) It was tuned and trained using the train() function of the caret package.   
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6.2. Extreme Gradient Boosting  

“XGBoost (eXtreme Gradient Boosting) is one of the most loved machine learning algorithms at Kaggle. Teams 

with this algorithm keep winning [machine learning] competitions. It can be used for supervised learning tasks 

such as Regression, Classification, and Ranking. It is built on the principles of gradient boosting framework and 

designed to „push the extreme of the computation limits of machines to provide a scalable, portable and accurate 

library.‟” (Nishida, 2017)Extreme gradient boosting was selected primarily because it has been performing well 

in machine learning competitions. It was tuned using one hot encoding for the panel data and then employing 

the xgb.train() function of the xgboost package for training.  

Results  

All four methods were tuned and trained on the training dataset. In-sample statistics were generated by  

running the tuned and trained methods against the training dataset. In-sample statistics are reported in Table 4.  

Table 4: In-sample performance.  

Statistic  Linear Model  

Random  

Forest  M5 Prime  

Extreme Gradient 

Boosting  

Mean Absolute Error (MAE)  2532  1130  2596  2168  

Mean  Absolute  Percent 

 Error (MAPE)  14  6  13  12  

Root Mean Square Error (RMSE)  3379  2134  4421  2940  

Better statistics are obtained by running the methods against the test dataset. These 10-fold cross-validated  

out-of-sample statistics are reported in Table 5.  

 Table 5:Out-of-sample performance.  

Statistic  Linear Model  

Random  

Forest  M5 Prime  

Extreme  

Gradient  

Boosting  

Mean Absolute Error (MAE)  2584  2209  2701  1219  

Mean Absolute Percent Error (MAPE)  13  13  15  6  

Root Mean Square Error (RMSE)  3315  3094  4631  1925  

7.1. Comparison Across Methods  

Figure 4 contains boxplots of the RMSE cross-validation vectors.  

Figure 4:RMSE cross-validation boxplots.  

 
Note. Extreme gradient boosting appears to have the most favorable RMSE by a considerable margin. Tukey 

honestly significance difference test was applied to the RMSE data. The results are reported in Table 6.  

 Table 6: Tukey honestly significance difference test.  

Method Pairs  Difference  Lower  Upper  

p 

Adjusted  

Random Forest-Least Squares Dummy Variable  -115  -1286  1055  0.99  

M5 Prime-Least Squares Dummy Variable  1421  251  2592  0.01  

Extreme Gradient Boosting-Least Squares Dummy Variable  -1285  -2456  -114  0.03  
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M5 Prime-Random Forest  1536  366  2707  0.01  

Extreme Gradient Boosting-Random Forest  -1170  -2340  1  0.05  

Extreme Gradient Boosting-M5 Prime  -2706  -3877  -1535  0.00  

At the 0.05 p-value level of significance, extreme gradient boosting is significantly different than the other  

three methods.   

Discussion  

Extreme gradient boosting has emerged as the far superior technique for this study. Good practice warrants 

assessing the performance of a variety of techniques and not using just the favorable technique-of the-day for 

any regression problem.   

We observe that a larger Hispanic population does not translate into larger attendance, that the number of home 

team designated players has a larger positive impact on attendance than does the number of visiting team 

designated players, and that weather is not as important as was initially thought.  
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